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Important aspects for real-time service 
(OBServations, PRODucts) 

!   Latency 
u  Waiting for latest observation before processing (PROD) 
u  Each caster adding ~ 0.2-0.3 sec 

!   Redundancy 
u  Each stream independently available from at least two 

different broadcasters (OBS, PROD) 
!   Workload 

u  Homogeneous distribution between broadcasters acting on 
the same level 

!   Monitoring 
u  Availability, continuity (e.g. no interruptions), completeness 

and correctness of streams 
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Latency (OBS) 
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Latency (OBS) 
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Latency (OBS) 

1

(almost all) RTCM 3.2 (MSM) converted from RAW data! 
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Latency (PROD) 
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Redundancy (OBS) – current situation 
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Redundancy (OBS) – target situation 
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Redundancy (OBS, PROD) 

!   Observations 
u  Uploading (streaming) real-time data to (at least) two 

different casters in parallel 
u  Necessary bandwidth  

§  RTCM 3.1: 1.5-2.5 GB per stream and month 
§  RTCM 3.2: 4.5-7.0 GB per stream and month 

!   Local / national broadcaster 
u  Allow access to all regional / global casters  

!   Regional / global broadcaster 
u  Identical set of (core) stations 
u  Identical mountpoint names 
u  Identical sourcetables settings 

!   User 
u  Mixing data from different broadcasters 
u  Switching between casters without problems 

(degradation, jumps, outages) 
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Redundancy (OBS, PROD) – EUREF 
Regional Broadcaster: ROB 
Link: http://www.euref-ip.be  
Located: Royal Observatory of Belgium  
Number of mountpoints at all: 146 
 
Registration Link: 
http://www.gnss.be/data.php#NTRIPaccess 

 
 
 

Regional Broadcaster: BKG 
Link: http://www.euref-ip.net  
Located: external provider  
Number of mountpoints at all: 145 

 
 
 
 

Regional Broadcaster: ASI 
Link: http://192.106.234.7:2101/ 
Located: ASI/CGS Centro di Geodesia 
Spaziale  
Number of mountpoints at all: 137 
 
Registration mail: geodaf@hp835.mt.asi.it 

Blue diamonds: Local, national or other (e.g.,IGS) 
Ntrip Broadcaster supporting EUREF activities 
Red dots: EPN Regional Broadcaster (see 
http://www.epncb.oma.be/_dataproducts/
data_access/real_time/ broadcasters.php for a 
complete list of Ntrip Broadcasters) 

!  Guidelines  
u  “EPN Stations and Operational Centres”  

(http://www.epncb.oma.be/_documentation/guidelines/guidelines_station_operationalcentre.pdf) 
u  “EPN Data Centres & EPN Broadcasters” 

(http://www.epncb.oma.be/_documentation/guidelines/guidelines_data_centres.pdf)  
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Redundancy (OBS) 

!   Streaming data directly from station to caster 
u  ASI: 5 (LAMP, MATG, MATE, USAL, VEN1) 
u  BKG (EPN): ~ 53 (e.g. BRUX, DENT, DOUR, WARE)  
u  ROB: 4 (BRUX, DENT, DOUR, WARE) 
u  BKG (IGS): ~ 35 (e.g. ADIS, LHAZ, OHI3, POTS)  
u  IGS: ~ 30 (e.g. ADIS, LHAZ, OHI3, POTS)  

!   Pulling data directly from station to caster 
u  EPN: MOP2, TORI; M0SE? 
u  IGS: DAEJ 

!   Pulling from other broadcasters (local, national) 
u  ASI: ~ 35* 
u  BKG: ~ 65 
u  ROB: ~ 80* 
u  from approx. 25 local or national casters in Europe 

* w/o pulling from BKG broadcasters 
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Redundancy & Workload (OBS, PROD) 

!   Number of registered users 
u  ASI: 96 (~ 31 new in 2015) 
u  BKG: ~ 3300 (~ 550 requests in 2015)  
u  ROB: 132 (~ 50 new in 2015) 
u  (JPL: ~ 120 requests in 2015) 

!   Registration procedure  
u  Separately for each provider / broadcaster 
u  Common / centralized registration process not 

implemented / agreed 
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Workload (OBS, PROD) 
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Workload (OBS, PROD) 

20 GB / day 

74 GB / day 173 GB / day 

42 GB / day 
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Workload (OBS, PROD) 

20 GB / day 

74 GB / day 173 GB / day 

42 GB / day 

9 TB / month 
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Monitoring (OBS, PROD) 
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Monitoring (OBS, PROD) 

!   …  
u  …   
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Monitoring (OBS, PROD) 

!   …  
u  …   
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Conclusions 

!   Latency (PROD) 
u  IGS real-time combination products need latency 

improvement  
!   Redundancy (OBS) 

u  Only some stations are fulfilling recommendation of 
parallel upload  

u  Minority of new stations by default provides real-time 
data 

u  Needs more effort (by the network coordinators?) in 
substituting station managers  

!   Redundancy (PROD) 
u  Upload of products to two different casters almost 

complete (JPL, BKG; ASI, BKG, ROB) 
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Conclusions 

!   Broadcaster (OBS, PROD) 
u  IGS broadcasters are not as consistent as e.g. 

EUREF broadcasters 
u  Status / level of broadcasters is not clear 
u  EUREF: going from regional to global 
u  Mixing the different formats (e.g. RTCM 3.1, RTCM 

3.2) on one broadcaster 
u  Mixing observations and products on one caster (as 

JPL, ASI, ROB are already doing) 
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Conclusions 

!   Latency & Workload 
u  Distribution of workload needs a valid and long-term 

concept 
u  Re-direction of users to the nearest broadcaster 

(automatically, manually)? 
u  How many levels of broadcasters (“relay caster”) are 

good for IGS? 
!   Guidelines (OBS) 

u  EUREF straightforward considering real-time activities 
in its guidelines 

u  For IGS, there is a need for a coordinated structure 
(content, naming, access, requirements for being an 
IGS broadcaster, etc.)  

 



Söhne et al. - IGS Workshop, Sydney 09-02-2016 24 

!  Additional slides 
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Latency (OBS) 
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Latency (OBS) 
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Latency (OBS) 

0.17 sec 

0.20 sec 

0.20 sec 
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Latency (OBS) 

satellite 
communication 
link  
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Latency (OBS) 

satellite 
communication 
link  

→ poster „Latency aspects of IGS Real-Time Data and Products“ by P. Neumaier et al. 
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Latency (OBS) 

1
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Latency (PROD): redundant streams  
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EPN real-time activities 

!   EUREF-IP 
u  2002-2007 
u  Establishing network of real-time stations 
u  Now part of routine EPN operations  

!   EPN Working Group “Real-time Analysis” 
u  Since 2008  
u  Stabilize dissemination of RT data & products with an 

elaborated backup system 
u  Provide “regional” satellite clock & orbit corrections  

!   Real-time aspects covered in guidelines  
u  “EPN Stations and Operational Centres”  

(http://www.epncb.oma.be/_documentation/guidelines/guidelines_station_operationalcentre.pdf) 

u  “EPN Data Centres & EPN Broadcasters” 
(http://www.epncb.oma.be/_documentation/guidelines/guidelines_data_centres.pdf) 

!   → poster by C. Bruyninx, 2016 about EPN and EUREF 
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EPN stations 
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Redundancy aspects – broadcasters 

!   BKG’s Professional Ntrip Caster Software 
u  Widely used for IGS and IAG purposes 
u  Distribution: ~105 copies since 2008 
u  Current version 2.0.25 
u  Automatic notification in preparation  
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